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Abstract
Large languagemodels (LLMs) require inference systems that can

handle both compute- and memory-intensive workloads. GPUs and
NPUs (referred to as xPUs) efficiently process compute-intensive
layers, while Processing-In-Memory (PIM) architectures are well
suited for memory-bound stages. To exploit this complementary
relationship, recent LLM inference systems have adopted heteroge-
neous architectures integrating xPUs with PIM units. However, this
integration poses several challenges. Tight execution dependencies
between the two devices limit concurrency, as PIM often must wait
for data produced by the xPUs. Moreover, batch size and sequence
length affect the computational load on PIM and the accelerator
differently, leading to execution imbalance across devices.

To address these challenges, we propose LibraPIM, a novel
PIM framework that orchestrates workload rebalancing and con-
current execution between compute accelerators and in-memory
compute units, enabling efficient and scalable LLM inference. Li-
braPIM addresses the above challenges through two key techniques:
Dynamic Batch Offloading (DBO), which adaptively redirects
portions of the workload to the underutilized device based on run-
time profiling, and Dual-Path Execution (DEX), which enables
concurrent PIM operations and memory accesses through sub-bank
partitioning with minimal hardware overhead. Together, these tech-
niques improve resource utilization across heterogeneous devices,
thereby increasing system throughput in LLM inference. Our exper-
imental results demonstrate that LibraPIM achieves 6.2× average
speedup over the baseline PIM-enabled system and delivers a 2.1×
average speedup compared to a state-of-the-art approach.
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1 Introduction
Transformer-based large language models (LLMs) [5, 15, 52, 53,

59] have been widely adopted across various applications, includ-
ing natural language processing [25, 55] and other multimodal
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Figure 1: Execution timeline of LLM inference in (a) base-
line, (b) batch-pipelined, and (c) LibraPIM-enabled systems.
LibraPIM reduces idle time through dynamic task offloading
and concurrent execution.
tasks [39, 51, 54]. LLM inference typically relies on compute accel-
erators, such as GPUs [47, 48] and NPUs [8, 18, 19, 26, 32, 45], which
exploit massive parallelism to accelerate computationally intensive
layers. To improve accelerator utilization and overall throughput,
LLM inference systems often employ a batching scheme [9, 16, 57],
where multiple requests are aggregated into a single matrix–matrix
multiplication (GEMM). This approach enables efficient processing
of QKV generation, output projection, and feed-forward layers.

Unlike other transformer operations, however, the multi-head
attention (MHA) layer cannot benefit from the batching, as each
token generates its own query, key, and value vectors. This prevents
aggregation across tokens, leaving the computation in the form
of matrix–vector multiplications (GEMVs), which are inherently
memory-bound [1, 41, 44, 60]. As a result, MHA becomes a per-
sistent performance bottleneck in LLM inference, posing a major
challenge in efficiently accelerating transformer workloads.

A promising direction to address this challenge is the use of
Processing-In-Memory (PIM) devices [2, 3, 12, 13, 27–29, 38, 46, 50,
56]. Recent DRAM-based PIM architectures integrate lightweight
processing units within each memory bank, exploiting high internal
bandwidth to perform GEMV [20, 36, 61]. While PIM effectively
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addresses memory-bound operations, it lacks the computing capa-
bility to perform GEMM. In contrast, accelerators such as GPUs and
NPUs (xPUs) offer high arithmetic throughput but remain limited
by memory-bound operations. To exploit these complementary
strengths, modern inference systems combine PIM and xPUs into a
heterogeneous architecture [21, 44, 49]: GEMV layers (e.g., MHA)
execute on PIM, while GEMM layers run on xPUs, achieving high
compute throughput while alleviating memory bottlenecks.

Although heterogeneous systems that integrate PIM and xPUs
offer theoretical benefits, they often fail to fully utilize both devices
in practice, primarily due to two fundamental limitations: static
workload allocation and serial execution dependencies across layers.
Figure 1a illustrates static workload allocation in a conventional
PIM-xPU heterogeneous systems, where GEMM operations execute
entirely on the xPUs before GEMV can begin on the PIM. This strict
sequencing enforces device serialization: one device remains idle
while waiting for the other to finish, leading to underutilization
and execution stalls.

To mitigate this inefficiency, recent work [21, 44] proposes batch
pipelining, which overlaps the execution of independent batch
groups to improve concurrency [9, 16, 57]. As shown in Figure 1b,
this technique assigns different batch groups to each device in a
staggered manner, allowing partial overlap between GEMM and
GEMV executions. While this approach increases parallelism be-
tween compute- and memory-bound operations, it remains vulnera-
ble to load imbalance between PIM and xPUs, as it still relies on static
workload allocation. As illustrated, if GEMM takes longer to execute
than GEMV (or vice versa), one device finishes early and stays idle.

This paper addresses the problem of imbalanced device utiliza-
tion in heterogeneous PIM-xPU architectures for LLM inference.
To tackle this challenge, we propose LibraPIM, a novel PIM frame-
work that dynamically rebalances workloads between xPUs and
in-memory compute units. LibraPIM achieves this goal through
two key mechanisms: Dynamic Batch Offloading (DBO) and
Dual-Path EXecution (DEX).

The DBO mechanism adaptively redistributes workloads be-
tween PIM and xPUs to balance execution latencies. Unlike prior
approaches that statically assign GEMM to xPUs and GEMV to
PIM, DBO enables flexible task-to-device mapping, allowing PIM to
execute a portion of GEMM operations and xPUs to handle GEMV
when beneficial. To this end, DBO employs a runtime scheduler that
estimates the execution time of each device based on model-specific
parameters such as batch size, sequence length, and hidden dimen-
sion size. The scheduler identifies the device with longer projected
latency and selectively offloads part of its workload to the other
device. For instance, when xPUs are projected to take longer for
GEMM, a portion of GEMM can be reassigned to PIM, as shown
in Figure 1c. Conversely, if GEMV execution on PIM incurs longer
latency, it can be offloaded to xPUs.

The DEX mechanism enables concurrent execution of PIM and
xPU operations by decoupling their DRAM access paths. In a con-
ventional PIM architectures, memory requests from the xPU can
block PIM execution due to contention for the same DRAM bank.
DEX resolves this by introducing a lightweight modification that
partitions each bank into two sub-banks using slicing transistors.
This structural separation allows normal memory accesses and PIM
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Figure 2: Computation flow of transformer-based LLM infer-
ence, illustrating how GEMM, GEMV, and vector processing
operations are distributed across the decoder layer.

operations to proceed in parallel within the same bank. By overlap-
ping xPU memory access with PIM computation, DEX eliminates
inter-device interference and accelerates batch offloading, lead-
ing to improved system throughput without significant hardware
changes.

Our evaluation demonstrates that LibraPIM effectively improves
device utilization via its two key mechanisms. At a sequence length
of 4096, LibraPIM achieves 38% PIM utilization and 77% NPU uti-
lization, which are significantly higher than those of the state-of-
the-art architectures (6% and 13% in AttAcc [44], and 21% and 62%
in NeuPIMs [21]). This utilization improvement translates into an
average of 6.2× speedup over a conventional PIM-xNPU architec-
ture. LibraPIM also outperforms state-of-the-art architectures such
as AttAcc and NeuPIMs by 4.4× and 2.1× on average, respectively.

The key contributions of this paper are summarized as follows:

• We analyze the causes of device utilization imbalance in
PIM–xPU architectures for LLM inference. In particular, we
characterize the impact of batch size and sequence length on
the imbalance and expose the limitations of batch pipelining.
• We propose LibraPIM, a novel framework that dynamically
balances workloads between PIM and xPUs. LibraPIM intro-
duces Dynamic Batch Offloading, a scheduling mechanism
that adaptively offloads portions of GEMM and GEMV opera-
tions between devices based on predicted execution latency.
• LibraPIM employs Dual-Path Execution mechanism, a light-
weight DRAM architectural enhancement that partitions
each bank into sub-banks to physically decouple conven-
tional memory accesses from PIM operations, enabling true
concurrent execution with minimal hardware modifications.

2 Background
2.1 Batched LLM Inference

Figure 2 illustrates the token generation process in a transformer-
based LLM. During the token generation, the transformer decoder
takes the embedded input token as a vector and iteratively generates
output tokens through its decoders. The output token is then fed
back into the decoder to produce the next token.

The decoder consists mainly of memory-intensive GEMV (Gen-
eral Matrix–Vector multiplication) operations, which impose signif-
icant pressure on memory bandwidth [27]. To alleviate this, recent
LLM inference systems often employ batched inference approach
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Figure 3: DRAM organization and its read operation flow
(left) and its extension to a PIM architecture (right).

that processes multiple input vectors simultaneously [9, 16, 57].
With batching, components such as Query, Key, and Value gen-
eration (QKV), projection, and the feed-forward network (FFN)
share weights across input vectors, converting GEMV into GEMM
(General Matrix–Matrix multiplication), which can be efficiently
executed on GPUs or NPUs (collectively referred to as xPUs).

However, as shown in Figure 2, multi-head attention (MHA) re-
mains inherently memory-intensive. This is because, unlike other
layers, MHA cannot share query, key, and value vectors across
input tokens, as each token generates its own unique set for self-
attention computations (yellow box in Figure 2). As a result, each
input vector requires a separate GEMV operation, leading to se-
quential processing. This increases memory bandwidth demands
and creates a significant bottleneck in the LLM inference.

2.2 DRAM-based PIM Architectures
Processing-In-Memory (PIM) technology provides an effective

solution for handling memory-intensive tasks [2, 50, 56]. To pro-
vide architectural context, Figure 3 illustrates a standard DRAM
organization and its read operation (left), alongside a representative
PIM design, AiM [20], implemented in an HBM2 configuration [24]
(right). The figure shows how data is read from a conventional
DRAM bank and how PIM extends this pathway to support near-
data computation using local compute units.

A DRAM die consists of multiple banks that can operate inde-
pendently. Each bank is further divided into multiple subarrays,
which are structured as two-dimensional memory cell arrays. Each
subarray contains a row buffer that amplifies data for reliable read
or write. During a read operation, the bank first selects the subar-
ray containing the requested data and activates the corresponding
row (1KB size of data), loading it into the row buffer (❶). Next, the
row buffer transfers data (256-bit), based on the specified column
address, through the Local I/O path to the IOSA (❷). Finally, the
IOSA amplifies the received data and transfers it to the I/O logic,
which is connected to the external data bus (❸).

Recent PIM architectures integrate Multiply-and-Accumulate
(MAC) units directly within memory banks [10, 20, 36], as shown
in Figure 3b. This implementation reads data from the subarray like
a normal read operation, enabling rapid in-memory computation
by utilizing bank-level parallelism. While the PIM device can ef-
ficiently execute memory-intensive operations such as GEMV, it
faces challenges in accelerating compute-intensive workloads due
to the limited number of MAC units and lower internal memory
clock speeds. To address this challenge, recent research has focused
on using PIM devices alongside xPUs in LLM inference systems.

These heterogeneous PIM-xPU systems aim to leverage the comple-
mentary strengths of both processing components for improving
overall system performance in LLM inference.

2.3 Limitation of Heterogeneous PIM-xPU
Systems: Device Underutilization

The heterogeneous PIM-xPU systems accelerate LLM inference
by distributing workloads according to their computational charac-
teristics. In Figure 2, compute-intensive operations (green blocks)
are executed on processing units (xPUs), while memory-intensive
operations (yellow blocks) are executed on PIM devices. Figure 4
illustrates the overview of device-level operations and data flows. In
(a), xPUs read weight matrices from DRAM equipped with PIM de-
vices and perform MAC operations on input vectors for the GEMM
stage. In (b), PIM devices receive the Q, K, and V vectors produced
by the xPUs and perform the GEMV operation between the query
and key/value matrices.

While the workload partitioning across computing devices lever-
ages each device’s strengths in a heterogeneous system, conven-
tional heterogeneous systems still struggle to fully utilize all devices
during LLM inference due to serial dependencies. As shown in Fig-
ure 5a, each device begins its assigned workload only after the other
completes its task. This results in idle periods for one device while
the other is active, reducing overall system utilization.

2.4 Recent Attempt: Batch Pipelining
To address this limitation, prior works introduce a batch pipelin-

ing technique that enables xPUs and PIM devices to execute con-
currently by overlapping computation across independent batch
groups [21, 44]. As illustrated in Figure 5b, the entire input batch
is divided into smaller batch groups (e.g., A and B), which are pro-
cessed in a staggered manner. While xPUs handle the QKV and
FFN computations for group B, the MHA layer for group A is si-
multaneously executed on the PIM. Once xPUs complete group B
and move to group A, the PIM begins processing MHA for group
B. This interleaved execution reduces idle time for both devices by
decoupling their execution timelines, thereby improving resource
utilization compared to the serialized execution shown in Figure 5a.

3 Motivation
This section identifies two challenges in the heterogeneous

PIM–xPU systems with batch pipelining. First, variations in in-
put parameters create execution imbalances between PIM and xPU
devices, resulting in severe resource underutilization. Second, ex-
isting batch pipelining architectures, particularly those requiring
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Figure 4: Execution flow of LLM inference in a heterogeneous
PIM-xPU system, where (a) GEMM operations are processed
by xPUs and (b) GEMVoperations are processed by PIMunits.
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DRAM modifications, introduce significant hardware overhead. We
analyze this overhead and its impact on system performance.

3.1 Unbalanced Execution Time
Workload Scaling with Batch Size and Sequence Length:

Table 1 summarizes the time complexity of key operations of the
transformer-based LLMmodel as a function of batch size (𝐵) and se-
quence length (𝐿). During inference, the batch size (𝐵) and sequence
length (𝐿) are dynamically determined by the input. In contrast,
model-specific parameters such as the hidden dimension (𝑑𝑚𝑜𝑑𝑒𝑙 )
and the feed-forward dimension (𝑑𝑓 𝑓 ) are fixed by the model con-
figuration. The computational cost of xPU workloads, including
QKV generation, projection, and FFN, scales linearly with both 𝐵
and 𝐿. In comparison, the computation required for the MHA layer
scales quadratically with 𝐿, making it the dominant workload at
longer sequence lengths. This difference is clearly illustrated in
Figure 6, which shows that the FLOPS associated with MHA (exe-
cuted on PIM) increase much more rapidly than those of xPU-side
operations. Furthermore, during generation, MHA becomes even
more expensive as the number of output tokens (𝑛) increases, since
new K and V vectors must be generated for each token.

Static Allocation: In heterogeneous systems, it allocates work-
loads to specific hardware units based on their computational
strength. While this strategy is effective in theory, it falls short
in practice due to real-world LLM inference workloads’ dynamic
and diverse nature. Variations in batch size and sequence length
continuously shift the ratio of workload demands about xPUs and

Table 1: Time complexity of LLM layers.

Layer Summarization Generation

QKV Gen. 𝑂 (𝐵 · 𝐿 · 𝑑𝑚𝑜𝑑𝑒𝑙 2 ) 𝑂 (𝐵 · 𝑑𝑚𝑜𝑑𝑒𝑙 2 )
MHA 𝑂 (𝐵 · 𝐿2 · 𝑑𝑚𝑜𝑑𝑒𝑙 ) 𝑂 (𝐵 · (𝐿 + 𝑛) · 𝑑𝑚𝑜𝑑𝑒𝑙 )

Projection 𝑂 (𝐵 · 𝐿 · 𝑑𝑚𝑜𝑑𝑒𝑙 2 ) 𝑂 (𝐵 · 𝑑𝑚𝑜𝑑𝑒𝑙 2 )
FFN 𝑂 (𝐵 · 𝐿 · 𝑑𝑚𝑜𝑑𝑒𝑙 · 𝑑𝑓 𝑓 ) 𝑂 (𝐵 · 𝑑𝑚𝑜𝑑𝑒𝑙 · 𝑑𝑓 𝑓 )

1 16 64 12
8

25
6

51
2

10
24

20
48

30
72

40
96

Sequence Length

101

103

105

107

109

R
at

e 
of

 F
LO

PS
 in

cr
ea

se

NPU 32
PIM 32

NPU 64
PIM 64

NPU 128
PIM 128

NPU 256
PIM 256

Figure 6: Comparison of FLOPS increase for PIM and NPU
workloads with increasing sequence length. MHA on PIM
scales more rapidly than NPU-side operations, leading to
workload imbalance at longer sequence lengths.

PIM, leading to imbalanced load distribution. Therefore, one device
may remain idle for extended periods while the other becomes
a bottleneck, significantly degrading system efficiency. Figure 7
illustrates the idle time for each device in an NPU+PIM system
(see Section 6.1 for experimental details). PIM exhibits significantly
extended idle periods for small batches and short sequences, more
than 80% of total processing time. Conversely, under large batches
and extended sequences, NPU actives only 10–20% of the total pro-
cessing time, while PIM is fully operated. This imbalance reduces
overall system utilization during LLM inference.

Limitation ①: During LLM inference, heterogeneous
PIM-xPU systems experience significant underuti-
lization of computing resources due to variations in
batch size and sequence length.

3.2 Architectural Overhead in Batch Pipelining
Although several prior works attempt to adopt batch pipelin-

ing, they face fundamental limitations due to hardware conflict
and costly architectural modifications. In the ideal case (Figure 8a),
DRAM read and PIM operation for different batch groups are exe-
cuted in parallel, maximizing resource overlap and device utilization.
However, when (Figure 8b), current PIM architectures enforce ex-
clusive access to shared resources such as the row buffer and Local
I/O lines. As a result, either the system performs PIM or serves read
requests, but not both in parallel. This frequent resource conflict as
seen in the Figure 8b limits the efficiency of batch pipelining.

Several prior works have proposed batch pipelining, but these
often rely on substantial hardware modifications. For example,
AttAcc integrates hierarchical MAC units at bank and bank-group
levels to accelerate GEMV processing. However, it still suffers from
limited parallelism, as these units contend for shared resources
during DRAM read operations. NeuPIMs attempts to overcome
this by doubling the row buffer, enabling DRAM reads and PIM
operations to proceed concurrently [21, 44]. Despite these efforts,
such modifications come with a high cost; doubling the row buffer
increases DRAMmat area by up to 38% [7, 43] and adds considerable
routing complexity across multiple metal layers. These approaches
ultimately sacrifice practicality and scalability, highlighting the
need for a lightweight solution that achieves meaningful overlap
without major architectural redesigns.

Limitation ②: Achieving effective batch pipelining
requires either substantial hardware modifications
or exclusive access scheduling between DRAM and
PIM operations.

3.3 Underutilization in Batch-Pipelining
Architecture

Even with batch pipelining, heterogeneous systems experience
residual underutilization due to delays in consecutive operations,
especially when PIM execution is involved. When DRAM accesses,
and PIM operations are restricted to exclusive execution, PIM uti-
lization declines significantly. Figure 9 shows the utilization of both
the PIM and NPU under ideal pipelining (dotted box) and exclu-
sive execution (yellow box) across varying sequence lengths for
small (𝐵=32) and large (𝐵=256) batch sizes. In small batch scenarios,
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Figure 7: Proportion of idle time for PIM and NPU under varying batch sizes and sequence lengths during GPT3 175B inference.

DRAM read operations occupy a larger proportion of the workload,
making the system more sensitive to serialization and reducing
utilization. As sequence length increases, the MHA layer becomes
the dominant component, leading to a sharp drop in PIM utilization,
particularly when the sequence length exceeds 512, due to its high
computational and bandwidth demands.

4 LibraPIM
4.1 Overview

This section introduces LibraPIM, a novel PIM architecture and
system designed to reduce idle time by dynamically balancing work-
loads between xPUs and PIM devices in batch-pipelined LLM infer-
ence. Figure 10 provides an overview of Dynamic Batch Offloading
(DBO) in LibraPIM system. At the host level, LibraPIM includes a
novel scheduler that identifies the dominant workload and adap-
tively determines the offloaded batch size to balance processing
time. The scheduler estimates workload latency based on batch
size and sequence length, referring to a table updated after each
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generation stage to reflect runtime variations. This dynamic adjust-
ment ensures consistently balanced utilization across devices. In
addition, LibraPIM is built on a flexible framework that supports
various LLM models, providing broad applicability and scalability.

4.2 Bank-Sliced PIM Architecture
To avoid the delay caused by exclusive executionwhen offloading

during PIM operation, we modified the bank structure slightly.
Figure 11 illustrates the LibraPIM bank architecture, which enables
parallel PIM and read operations by partitioning each bank into
two independent sections. As shown in the figure, the Local I/O
path is divided into two parts using slicing logic, which consists
of additional transistors and one-per-bit, effectively isolating the
Local I/O path when enabled. This design allows each partition to
read data independently without resource conflicts. We refer to this
mechanism as Dual-Path EXecution (DEX), and further discuss the
impact of slicing logic on the signal-level in Section 5.

Following the division of the bank, each partition is assigned a
different workload during LLM inference. One partition performs
a standard read operation to transfer weight data for xPUs, while
the other processes GEMV operations for the MHA layer via PIM
operations. Consequently, one partition stores weight parameters
in its subarrays, while the other stores K, V data. We incorporate
an additional IOSA, the final amplifier in the DRAM hierarchy,
to ensure reliable data reads across both partitions. Since IOSA is
significantly smaller than the row buffer (256-bit for IOSA vs. 1KB
per row buffer), it introduces only a 0.002% area overhead per bank,
as calculated in our evaluation. Moreover, unlike other logic, all
banks share the I/O logic and a global buffer, which supplies vector
data to the banks for PIM operations. The global buffer can receive
vectors from within the bank or I/O logic.

4.3 Operation of Dual-Path Execution
Intra-bank: To facilitate the understanding of DEX, we illustrate

its detailed operation within a LibraPIM bank in Figure 12. First,
the slicing logic divides the bank into two partitions to prevent
resource conflicts. Each partition independently selects a subarray
and activates a row according to its specific task—one activates a
weight row for xPU access, while the other activates a K,V row for
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Figure 12: Detail of DEX in LibraPIM bank.
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PIM operations. The activated data from each row buffer is then
transferred through slicing Local I/O paths and IOSAs based on
column indices. Finally, the weight data is routed via I/O logic to
the xPUs, whereas the other partition’s data flows into the MAC
unit for GEMV computation with vector data from the global buffer.

Inter-bank: While LibraPIM enables DEX in multiple banks
simultaneously, the shared data bus restricts read data transfers to
one bank at a time. This constraint stems from the fixed size of the
I/O logic, which is matched with a bandwidth of standard memory
interconnects and cannot support concurrent data reads from mul-
tiple banks. Instead, LibraPIM uses DEX to read continuous data
under this constraint. LibraPIM activates rows in multiple banks
in advance to maintain high bus utilization under this constraint.
Once the read from the currently active bank is completed, the
system begins reading from another bank already activated via
DEX. This interleaved access pattern overlaps the precharge and
activation latencies across banks, ensuring continuous data delivery
and maximizing data bus utilization during PIM operation.

4.4 Dynamic Batch Offloading
Key Idea: To mitigate both utilization and performance degra-

dation caused by static allocation and workload imbalance (Sec-
tion 3.1), we propose the DBO mechanism. DBO dynamically redis-
tributes portions of batch groups across devices when a noticeable
execution time gap is observed, utilizing DEX mechanism.

Figure 13a illustrates the scenario where xPU execution exceeds
that of PIM. DBO offloads a portion of the xPU’s batch group to

LibraPIM. Since all batches share the same weight parameters,
weights fetched by the xPU simultaneously serve as operands for
PIM, enabling overlapped GEMM without additional data transfer.
Figure 13b shows the opposite scenario, where PIM execution ex-
ceeds xPU. DBO transfers K,V vectors from selected batches to the
xPU, enabling simultaneous attention computation on the xPU and
GEMV on the PIM, effectively balancing execution times.

In contrast to the above two cases, partial offloading becomes
inefficient when the batch group size is too small due to the over-
head of offloading and memory reads. In such scenarios, shown
in Figure 13c, LibraPIM offloads an entire batch group to the PIM.
Both devices then process equivalent workloads in parallel. Since
GEMM operations on small batches remain memory-intensive, PIM
can complete their workloads nearly as fast as xPU’s operation,
achieving little synchronization overhead.

Hardware Operation for DBO: Figure 14 illustrates the de-
tailed hardware mechanisms enabling DBOwithin a LibraPIM bank.
Each DRAM bank is partitioned by slicing logic into two regions:
the weight partition storingmodel weights accessed by the xPU, and
the KV partition holding K,V matrices directly supplying operands
to LibraPIM’s MAC units for GEMV.

Upon initiating the computation phase, LibraPIM bank activates
the necessary rows from both partitions: weights from the weight
partition and input vectors from the KV partition. As depicted in
Figure 14a, activated weight rows are sequentially transferred to
the global buffer. Then, as Figure 14b illustrates, the global buffer
simultaneously propagates these weights to both the xPU and Li-
braPIM MAC units, enabling concurrent xPU-based GEMM and
LibraPIM-based GEMM.

When PIM’s MHA execution time exceeds the xPU, input vectors
selected from xPU for GEMV offloading are independent and unique
per batch. Consequently, these vectors bypass the global buffer and
are streamed directly through I/O logic.

4.5 Scheduling
We designed the DBO scheduler to determine the offloading

batch size accurately. This scheduler is implemented in software and
runs on the host. It predicts the processing time of each device and
dynamically adjusts the offloading batch size accordingly. The host
executes the scheduling process at the beginning of each embedding
layer, which is the first layer during generation, as some batches
may be completed while others still need processing. The system
maintains a balanced workload distribution by continuously re-
evaluating the offloading batch size.
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Algorithm 1 Dynamic Batch Offloading Algorithm
1: Input: Longest sequence length 𝐿, Size of batch group 𝐵
2: 𝑚, 𝑛 : batch size for offloading
3: 𝐶ℎ𝑎𝑛𝑛𝑒𝑙𝑃𝐼𝑀 : # of PIM channels
4: ⊲ Processing time← (# of Bytes)/FLOPS
5: 𝑡𝑄𝐾𝑉𝑥𝑃𝑈 ← (𝐾𝑄𝐾𝑉 · 𝑑2𝑚𝑜𝑑𝑒𝑙 · 𝐵)/𝐹𝐿𝑂𝑃𝑆𝑥𝑃𝑈
6: 𝑡𝑃𝑟𝑜 𝑗𝑥𝑃𝑈 ← (𝐾𝑃𝑟𝑜 𝑗 · 𝑑2𝑚𝑜𝑑𝑒𝑙 · 𝐵)/𝐹𝐿𝑂𝑃𝑆𝑥𝑃𝑈
7: 𝑡𝐹𝐹𝑁𝑥𝑃𝑈 ← (𝐾𝐹𝐹𝑁 · 𝑑𝑚𝑜𝑑𝑒𝑙 · 𝑑𝑓 𝑓 · 𝐵)/𝐹𝐿𝑂𝑃𝑆𝑥𝑃𝑈
8: 𝑡𝑀𝐻𝐴𝑃𝐼𝑀 ← (𝐾𝑀𝐻𝐴 · 𝑑𝑚𝑜𝑑𝑒𝑙 · 𝐵 · 𝐿)/𝐹𝐿𝑂𝑃𝑆𝑃𝐼𝑀
9: ⊲ Too small batch case
10: if 𝐵 < 𝐶ℎ𝑎𝑛𝑛𝑒𝑙𝑃𝐼𝑀 then
11: Batch_group_offload(𝐵)
12: return
13: ⊲ Longer FFN case
14: else if 𝑡𝑄𝐾𝑉𝑥𝑃𝑈 + 𝑡𝑃𝑟𝑜 𝑗𝑥𝑃𝑈 + 𝑡𝐹𝐹𝑁𝑥𝑃𝑈 > 𝑡𝑀𝐻𝐴𝑃𝐼𝑀 then
15: 𝑡𝐹𝐹𝑁𝑥𝑃𝑈 ← (𝐾𝐹𝐹𝑁 · 𝑑𝑚𝑜𝑑𝑒𝑙 · 𝑑𝑓 𝑓 · (𝐵 −𝑚) )/𝐹𝐿𝑂𝑃𝑆𝑥𝑃𝑈
16: 𝑡𝐹𝐹𝑁𝑃𝐼𝑀 ← (𝐾𝐹𝐹𝑁 · 𝑑𝑚𝑜𝑑𝑒𝑙 · 𝑑𝑓 𝑓 ·𝑚)/𝐹𝐿𝑂𝑃𝑆𝑥𝑃𝑈
17: 𝑚 ← Offloading_FFN_size(𝑡𝑄𝐾𝑉𝑥𝑃𝑈 , 𝑡𝑃𝑟𝑜 𝑗𝑥𝑃𝑈 , 𝑡𝐹𝐹𝑁𝑥𝑃𝑈

𝑡𝑀𝐻𝐴𝑃𝐼𝑀 , 𝑡𝐹𝐹𝑁𝑃𝐼𝑀 )
18: Offload_FFN(𝑚)
19: return
20: ⊲ Longer MHA case
21: else if 𝑡𝑄𝐾𝑉𝑥𝑃𝑈 + 𝑡𝑃𝑟𝑜 𝑗𝑥𝑃𝑈 + 𝑡𝐹𝐹𝑁𝑥𝑃𝑈 < 𝑡𝑀𝐻𝐴𝑃𝐼𝑀 then
22: 𝑡𝑀𝐻𝐴𝑥𝑃𝑈 ← (𝐾𝑀𝐻𝐴 · 𝑑𝑚𝑜𝑑𝑒𝑙 · 𝑛 · 𝐿)/𝐹𝐿𝑂𝑃𝑆𝑥𝑃𝑈 _𝐺𝐸𝑀𝑉
23: 𝑡𝑀𝐻𝐴𝑃𝐼𝑀 ← (𝐾𝑀𝐻𝐴 · 𝑑𝑚𝑜𝑑𝑒𝑙 · (𝐵 − 𝑛) · 𝐿)/𝐹𝐿𝑂𝑃𝑆𝑃𝐼𝑀
24: 𝑛 ← Offloading_MHA_size(𝑡𝑄𝐾𝑉𝑥𝑃𝑈 , 𝑡𝑃𝑟𝑜 𝑗𝑥𝑃𝑈 , 𝑡𝐹𝐹𝑁𝑥𝑃𝑈

𝑡𝑀𝐻𝐴𝑥𝑃𝑈 , 𝑡𝑀𝐻𝐴𝑃𝐼𝑀 )
25: Offload_MHA(𝑛)
26: return
27: else
28: return
29: end if

The scheduler determines the offloading batch size using Algo-
rithm 1 based on the FLOPs of each device. At the start of each
generation stage, the scheduler receives several parameters, includ-
ing input parameters and model parameters. Input parameters, such
as sequence length and batch size, are determined by the inference
task, while model parameters are fixed based on the model archi-
tecture. In this context, 𝐾𝑥 is a linear constant that accounts for the
ratio of the hidden layer per model (e.g., 𝐾 = 16 in GPT3’s FFN).
Also, since the processing times among batches are different due
to sequence length, the scheduler predicts processing time with
the longest sequence which includes input length and generated
tokens in each batch group as a dominant parameter.

In the first step, the scheduler calculates the processing time for
each layer based on the allocated device throughput (lines 5–8).
Since LibraPIM enables parallel execution, memory read latency,
including vector processing time, is disregarded, which introduces
minimal overhead in the overall execution. Next, the scheduler
checks whether the batch group size is smaller than the number of
available PIM channels, each of which can independently process a
batch. If this condition holds, the entire batch group is offloaded to
the PIM for parallel execution. If not, the scheduler compares the
processing times of the devices to identify the one with the longer
processing time and determines which workload to offload (lines
14 and 21). If offloading is needed, the scheduler recomputes the
processing time for both devices and adjusts the offloading batch
size (lines 15–17 and 22–24). Finally, it identifies the optimal batch
size for offloading and executes the batch transfer (lines 17 and 25).

𝑡𝑄𝐾𝑉𝑥𝑃𝑈 + 𝑡𝑃𝑟𝑜 𝑗𝑥𝑃𝑈 + 𝑡𝐹𝐹𝑁𝑥𝑃𝑈 = 𝑡𝑀𝐻𝐴𝑃𝐼𝑀 + 𝑡𝐹𝐹𝑁𝑃𝐼𝑀 (1)

In lines 17 and 24, the offloading functions compare the pro-
cessing times of the xPU and LibraPIM to determine the optimal
offloading batch size by formulating an equation. Equation (1) cal-
culates𝑚, representing the batch size to be offloaded to the PIM

device for FFN processing. The left-hand side of the equation repre-
sents the xPU’s processing time, while the right-hand side accounts
for the PIM, including the offloaded FFN workload. The scheduler
determines the appropriate𝑚 by balancing processing times.

𝑡𝑄𝐾𝑉𝑥𝑃𝑈 + 𝑡𝑃𝑟𝑜 𝑗𝑥𝑃𝑈 + 𝑡𝐹𝐹𝑁𝑥𝑃𝑈 + 𝑡𝑀𝐻𝐴𝑥𝑃𝑈 = 𝑡𝑀𝐻𝐴𝑃𝐼𝑀 (2)

Similar to equation (1), equation (2) calculates 𝑛, representing
the batch size to be offloaded to the xPUs for MHA processing. In
this case, the left-hand side of the equation consists of four terms,
as xPUs handle four different operations sequentially. Additionally,
since xPUs cannot fully utilize their throughput in GEMV opera-
tions, the scheduler accounts for the FLOPs of xPUs required for
GEMV when computing 𝑡𝑀𝐻𝐴𝑥𝑃𝑈 . By incorporating these factors,
the scheduler ensures high utilization across devices.

5 Implementation
This section details the design of LibraPIM at both the hardware

and system levels. We analyze the impact of integrating bank slicing
logic, particularly considering timing constraints. Based on these
findings, we present the realistic operation flow considering DRAM
timing constraints and outline the mapping method for K, V, and
weight data. Additionally, we introduce a dynamic partitioning
technique that enables flexible bank partition size into equal halves
and customized ratios to accommodate varying K, V, and weight
sizes, ensuring adaptability across different workloads.

1.8V

0V

0.9V

1.8V

0V

0.9V

1.8V

0V

0.9V

Default Default

Case 0

Case 1

4ns 6ns 8ns 10ns 12ns

ꞏꞏꞏ

ꞏ ꞏ ꞏ

ꞏ ꞏ ꞏ

ꞏꞏꞏꞏ ꞏ ꞏ

ꞏꞏꞏ
ꞏꞏꞏ

IOSA

Subarray
Row buffer

Subarray
Row buffer

Subarray
Row buffer

ꞏꞏꞏ

ꞏ ꞏ ꞏ

ꞏ ꞏ ꞏ

ꞏꞏꞏꞏ ꞏ ꞏ

ꞏꞏꞏ
ꞏꞏꞏ

IOSA

IOSA

Subarray
Row buffer

Case 0/1

Subarray
Row buffer

Case 0 Case 1

Figure 15: Circuit simulation waveform of segregation logic.

5.1 Circuit-level Implementation
To evaluate the impact of bank slicing logic at the circuit level,

we designed a simplified LibraPIM bank model using Cadence Vir-
tuoso [6]. Figure 15 illustrates the methodology and waveforms
for three test cases. We use the original bank organization as a
baseline and compare it against two modified cases: one with the
partitioned bank and the other with the bank partitions connected
through slicing logic. To assess the impact of bank slicing logic
on latency, we measure the voltage propagation delay from the
row buffer to the IOSA, which directly influences the tCCD tim-
ing constraint—the key timing unit for consecutive reads or PIM
operations. We also evaluate the critical path by measuring the
delay from the farthest subarray to the IOSA across all cases. As
shown in the figure, the slicing logic introduces minimal impact on
the tCCD constraint. In the sliced case (case 0), data transfer time
is reduced due to the shortened path. In connected case (case 1),
latency slightly increases, but the additional delay remains within
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acceptable bounds under modern DRAM constraints. Overall, the
segregation logic introduces only a 2% timing overhead in the worst
case, confirming its negligible impact on system.

5.2 Operation Timing
Figure 16 presents a time diagram comparing a common PIM

bank and a LibraPIM bank, considering DRAM timing constraints
when executing PIM and read operations. We assume that all banks
perform the same PIM operation in response to a single PIM com-
mand, enabling simultaneous execution— a common technique
in PIM devices [3, 20, 27, 36]. As shown in (a), conventional PIM
devices execute commands sequentially, waiting to complete the
previous operation before proceeding. In contrast, LibraPIM en-
ables parallel execution of PIM and read operations, effectively
overlapping delayed execution time for improved efficiency. Addi-
tionally, due to tFAW constraints preventing voltage drops caused
by consecutive row activations, LibraPIM schedules commands
with tFAW intervals. However, tFAW contributes little to the total
operation time by overlapping with consecutive tCCD. Moreover,
since commercial PIM products are actively working to mitigate
tFAW limitations to enable all-bank PIM operations, there is poten-
tial to further reduce tFAW overhead in LibraPIM’s design [20, 36].

5.3 Data Mapping
LibraPIM maps data based on their characteristics to enable fast

data access in each operation, as illustrated in Figure 17. Weights
are interleaved from the channel to the bank to read weight data
fast, allowing data to be read across the entire channel in parallel
and quickly reconstructed into the original matrix. However, since
each MAC unit within a bank requires dedicated K, V data, each K,
V matrix is gathered in allocated bank. This mapping strategy is im-
plemented by setting an offset address for each operation, as shown
in (a) of the figure. The system efficiently manages data across PIM
devices and xPUs by leveraging these offset-based mappings.

In the case of MHA offloading, the K, V data allocated for offload-
ing is stored in the weight partition to enable parallel execution.
Since a bank cannot access two different rows within the same par-
tition simultaneously, the K, V data for offloading is stored in the
weight partition and accessed using parallel execution during MHA
processing, as illustrated in (b) of Figure 17. For the same reason as
weight mapping, xPUs can quickly receive offloaded K, V data by
applying the same mapping method used for weights but with a
different row offset. Additionally, since MHA offloading requires
only K, V data and not weight data, the bank can avoid resource
conflicts between weight and K, V data during read operations.
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5.4 Discussion

Address mapping: As discussed in the previous section, weight
and K, V data require different data mapping schemes, necessitat-
ing distinct address mappings. In a conventional system, changing
the mapping in real-time is infeasible since mapping method is
determined by BIOS. Fortunately, several studies have explored
techniques for enabling dynamic address mapping [11, 14, 58]. Fur-
thermore, recent researches propose novel memory management
techniques that can support both PIM and normal memory map-
ping [35, 61]. As memory management techniques are orthogonal
to our approach, we can incorporate dynamic address mapping by
adopting them to enhance flexibility and efficiency.

Fine-grained partitioning: Going further from dividing the
bank into two parts, LibraPIM can dynamically partition the bank
optionally by grouping multiple subarrays and combining them
to form two partitions of different sizes for supporting operations
with varying sizes of weight and K, V data. Figure 18 illustrates
LibraPIM’s fine-grained partitioning architecture, which enables
flexible memory allocation. LibraPIM achieves this by deploying
multiple segregation logic units among subarrays and selectively
connecting them to construct two partitions according to a specified
ratio (n: m in the figure). This partitioning ratio can be configured
before inference begins, allowing for adaptive memory manage-
ment in edge cases, such as scenarios with short sequence lengths
and small batch sizes, where fixed partitioning may be inefficient.
6 Evaluation
6.1 Methodology

Weevaluate the effectiveness of LibraPIM by comparing it against
three baseline configurations: (1) NPU+PIM based on the AiM ar-
chitecture [20], and two state-of-the-art heterogeneous systems,
AttAcc [44] and NeuPIMs [21]. Each baseline adopts its respective
optimization strategies: AttAcc applies head-level pipelining and
FFN co-processing, NeuPIMs leverages head-level pipelining and
batch grouping, and LibraPIM adopts DEX and DBO with batch
pipelining. NPU+AiM does not apply any optimization techniques
beyond standard execution.
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Figure 19: Performance comparison of prior works and LibraPIM in GPT3-175B and Llama3-70B
Table 2: Configuration of simulated system

Hardware

NPU
Systolic Arrays / Size 8 / 64 x 64
Vector Units / Size 8 / 128 x 1

Memory Type / Chips HBM2 / 8

PIM

Type HBM2
Channel / Capacity 64 / 16 GB
Bank / Bankgroup 4 / 4
# of MAC units 16 units per bank
tCL-tRCD-tRP 14-14-14

LLM Model # of Decoders # of Heads
GPT3-175B 96 96
Llama3-70B 80 64

We evaluate two widely used large language models in data-
center inference, GPT3 175B[5] and Llama3-70B[15], using input
sequences sampled from the Alpaca dataset. We vary the input
sequence length from 16 to 4096 and the batch size from 32 to 384.
For performance evaluation, we measure token generation speed
in each system and report their results relative to the NPU+AiM.

Our simulation environment builds upon the NeuPIMs hetero-
geneous system simulator [22], extended with the ONNXim NPU
simulator [17, 23] and a modified version of DRAMsim3 [40]. We
enhance DRAMsim3 to support PIM execution modeling and bench-
mark integration. To ensure fair comparisons, all systems adopt
identical hardware and memory configurations. We summarize con-
figuration of the simulator in Table 2. We further analyze system-
level energy consumption, PIM utilization, and power breakdowns.
The DRAM energy model follows JEDEC standards and incorpo-
rates read and PIM operations. Area overheads are estimated using
CACTI 7.0 at 22nm process technology [4, 42].

6.2 Performance
Figure 19 compares LibraPIM against several baselines across

two LLM workloads, with all results normalized to the NPU+AiM
system.While all heterogeneous systems outperform the NPU+AiM
baseline, LibraPIM consistently achieves the highest speedups, av-
eraging 6.2x, 4.4x, and 2.1x over NPU+AiM, AttAcc, and NeuPIMs,

respectively. We breakdown the results by batch size and sequence
length since they significantly influence the performance.

Small batch size & short sequence length: In this case, the
workload is dominated by NPU execution, but the NPU operates in
a memory-bound region, resulting in long execution times with low
computational efficiency. Meanwhile, the overlap between NPU and
PIM computations remains narrow, as PIM has minimal workload.
Under these conditions, LibraPIM achieves consistent performance
gains primarily through batch group offloading via DBO, which of-
floads the entire group’s FFN operations to PIM, enabling otherwise
idle PIM resources to contribute to computation.

Large Batch Case: As the batch size increases, the execution
time of the PIM increases more rapidly than that of the NPU. While
the NPU continues to benefit from batching efficiency, the grow-
ing PIM workload results in the execution times of both devices
becoming increasingly similar. This leads to a longer period during
which NPU and PIM computations can proceed in parallel, allow-
ing more effective use of DEX. In this setting, LibraPIM further
applies DBO to offload FFN workloads to PIM. For instance, in the
GPT3-175B workload with a batch size of 384, up to 64 batches—the
number of available PIM channels—can be offloaded in parallel.
When the PIM becomes more heavily loaded, LibraPIM shifts to
MHA offloading to maintain parallelism. This combination of DEX
and DBO contributes to performance improvements in large-batch
configurations by maintaining high utilization across devices.

Long Sequence Case: With longer sequences, MHA compu-
tation increases quadratically and eventually exceeds the NPU’s
execution time. While short sequences are dominated by NPU,
longer sequences shift the dominant workload to PIM. As the exe-
cution times of both devices become more comparable, the system
benefits more from DEX. Even when PIM becomes the dominant
component, LibraPIM maintains performance improvements by
applying DBO to offload a portion of the MHA workload to the
NPU. As a result, while LibraPIM and NeuPIMs show similar per-
formance under GPT3-175B with batch size 256—where execution
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times are already balanced—LibraPIM outperforms at batch size
384, due to additional gains from MHA offloading.

ComparisonwithPriorWorks: AttAcc employs FFN co-processing,
which consistently outperforms NPU+AiM. However, its serialized
processing flow between PIM and NPU imposes inherent limita-
tions on overall speedup. In contrast, LibraPIM and NeuPIMs adopt
batch pipelining to enable inter-group parallelism, which is partic-
ularly advantageous in batch inference scenarios. LibraPIM further
extends this benefit through DEX, which prevents PIM operation
blocking during overlapping NPU-PIM execution phases, thereby
improving PIM utilization across all cases. Moreover, LibraPIM
leverages DBO to mitigate workload imbalance, which can lead to
full-group stalls.

6.3 Device Utilization
To evaluate system efficiency, we measure both PIM and NPU

utilization with a batch size of 128. As shown in Figure 20a, PIM
utilization remains near zero for AttAcc and NeuPIMs at short
sequence lengths, limited by minimal MHA workload and waiting
for NPU’s workload to end. In contrast, LibraPIM achieves over
25% utilization even for short inputs, thanks to DBO, which enables
parallel operation in the whole system. AsMHAworkload increases
with sequence length, PIM utilization improves across all designs.
Nevertheless, LibraPIM consistently leads, reaching up to 38% at
the longest sequence. In Figure 20b, NPU utilization shows the
opposite trend: high for short sequences and decreasing as squences
grow longer. AttAcc declines sharply, while NeuPIM and LibraPIM
maintain higher utilization by mitigating sequential dependencies
via batch-grouping. LibraPIM sustains the highest utilization, aided
by DBO, and achieves 77% utilization at the longest sequence length.

6.4 Sensitivity Analysis
We vary the configuration and measure performance to evalu-

ate LibraPIM’s scalability across different system configurations.
Figure 21 shows the normalized performance under various NPU
configurations, using a sequence length 512 and normalized to the
32×32 NPU without DBO. In small batch cases, performance gains
remain modest across different systolic array sizes, as the NPU
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Figure 22: Energy consumption in Llama3-70B.
cannot fully utilize larger compute units due to limited parallelism,
regardless of the PIM architecture. Additionally, the benefit of DBO
is minimal for small batch sizes, as the workload is too small to
enable meaningful offloading. In contrast, for batch size 256, we ob-
serve notable improvements in the 32×32 and 64×64 configurations.
However, for larger NPUs (e.g., 128×128 and 256×256), this size is
insufficient for offloading, regarding as a small batch size to them.

6.5 Area and Power Overheads
Table 3 summarizes the additional components introduced in

LibraPIM, based on the AiM architecture’s bank, along with their re-
spective area overheads. The segregation logic, implemented using
a simple transistor, adds a negligible overhead in the bank. Includ-
ing an extra IOSA in each bank contributes only 0.002% overhead,
as IOSA operates on decoded column data rather than the full subar-
ray row size. Additionally, a dedicated column predecoder/decoder
for PIM operations—added to enable parallel execution—introduces
a modest overhead of 0.03%. LibraPIM achieves a minimal total area
overhead of just 0.032%, demonstrating its hardware efficiency.

We present the energy consumption of LibraPIM in Figure 22 and
compare it against NeuPIMs under the batch size of 128. Without
DBO, LibraPIM exhibits similar energy usage due to the comparable
computational workload required by MHA processing. However,
with DBO enabled, LibraPIM shows higher energy consumption for
shorter sequences, as DBO increases the number of PIM operations.
This overhead diminishes as the sequence length grows since DBO
reduces PIM activity in longer sequences. As a result, the total
energy consumption of LibraPIM gradually aligns with that of
NeuPIMs, with an average overhead of approximately 20%.Table 3: Area overhead in LibraPIM bank.

Logic Rate
Column predecoder & decoder 0.030%

Segregation logic Negligible
IOSA 0.002%
Total 0.032%
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7 Related Works
Processing-In-Memory devices: Building on the advantages

of PIM technology, leading memory manufacturers have developed
their own PIM devices. AiM incorporates multipliers and adder
trees within each bank to accelerate GEMV processing [20, 36].
Similarly, HBM-PIM integrates multipliers and adders within each
bank; however, these units operate independently, enabling sup-
port for general arithmetic operations. Both manufacturers have
successfully fabricated their PIM architectures as commercial prod-
ucts [30, 31, 33, 34, 37]. UPMEM is a prototype PIM device that
integrates a general-purpose processing unit directly within the
memory die [10]. Since UPMEM’s core is based on the RISC-V ar-
chitecture, users can develop their applications using UPMEM’s
APIs, enabling programmable PIM environment.

Memory management in PIM: PIM operations require bank-
centric data access, conflictingwith conventional channel-interleaved
address mappings. To address this, PIM-MMU introduces a hard-
ware/software co-designed memory controller that remaps data
into PIM-friendly regions by translating standard addresses into
bank-consecutive ones [35]. It also offers user-level APIs for easy
data management. Similarly, UM-PIM classifies memory pages as
PIM or normal based on the physical address’s MSB during address
translation [61]. It then aggregates PIM-designated pages within
specific banks and supports virtual address generation to unify data
access across standard and PIM operations.

8 Conclusion
Heterogeneous PIM-xPU systems combine xPUs (i.e., GPUs or

NPUs) and PIM devices to leverage their strengths for LLM infer-
ence. However, these systems often suffer from imbalanced pro-
cessing times across devices, leading to underutilization and perfor-
mance bottlenecks due to shared memory resources. We propose
LibraPIM, a novel framework that addresses workload imbalance
and improves utilization of computing resources through dynamic
workload offloading. The underlying architecture, based on bank
slicing, decouples DRAM access from PIM operations, enabling
dual-path execution and allowing both operations to proceed con-
currently without interference. This architecture resolves resource
conflicts between DRAM access and PIM operations, enabling true
parallelism. LibraPIM improves PIM utilization by up to 38% and
overall performance by 2.1x compared to the state-of-the-art PIM-
NPU system.
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